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Figure 1: (a) Rendering using our method for a scene lit by a sharp SG light close to a wall. (b–d) Visualizations of symmetry
mean absolute percentage errors (SMAPEs). Our approximation (d) produces a smaller error than the previous methods (b–c).
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1 INTRODUCTION
Spherical Gaussian (SG) lights [Wang et al. 2009] are an efficient
approximation for area lights, environment maps, and indirect illu-
mination. It is often used for real-time rendering [Tokuyoshi 2015]
and relighting [Zhang et al. 2021]. Although diffuse lighting from
an SG light is given by the product integral of the SG and clamped
cosine, it does not have a closed-form exact solution. Therefore,
efficient approximation is required for real-time applications. Pet-
tineo and Hill [2016] fitted the irradiance from an SG light, but it
can produce a significant error for low-frequency SGs. Meder and
Brüderlin [2018] introduced an SG approximation for the clamped
cosine. Then, since the product of two SGs is an SG, they also in-
troduced an approximation for the hemispherical integral of the
SG. However, for a sharp SG light, their approximation error is
relatively large especially at grazing angles (Fig. 1). To reduce the
error, we present more accurate approximations for the clamped
cosine and hemispherical integral than the previous work. Our ap-
proximation is simple and easy to implement. By using our method,
we are able to improve the quality of real-time SG lighting.

2 APPROXIMATION FOR CLAMPED COSINE
Previous Work. Meder and Brüderlin’s SG approximation for

clamped cosine is given asmax(𝛚 ·n, 0) ≈ (𝜇𝐺 (𝛚;n, 𝜆) − 𝛼)𝐻 (𝛚 ·
n), where 𝛚 ∈ S2 is a direction of incident light, n ∈ S2 is the
surface normal,𝐺 (𝛚;n, 𝜆) = e𝜆 (𝛚·n)−𝜆 is the SGwith the sharpness
parameter 𝜆 ∈ [0,∞], and 𝐻 (𝛚 · n) is the Heaviside function: 1 if
𝛚 · n > 0 and 0 if 𝛚 · n ≤ 0. They obtained constant parameters
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𝜆 = 0.0315, 𝜇 = 32.708, and 𝛼 = 31.703 using non-linear fitting.
However, their parameters are not optimal in practice. In this paper,
we derive more near-optimal parameters in an analytic way.

Our Approximation Form. Let 𝑧 = 𝜆(𝛚 · n), then we can approxi-
mate the SG with the following Taylor series:

e𝜆𝐺 (𝛚;n, 𝜆) = e𝑧 ≈ 1 + 𝑧 + 𝑧2

2 + · · · + 𝑧𝑚

𝑚! ,

where𝑚 ∈ N. The approximation error of this Taylor series con-
verges to zero for𝑚 → ∞ or 𝜆 → 0. By assuming a small 𝜆, we use
𝑚 = 1, i.e. first order approximation: e𝜆𝐺 (𝛚;n, 𝜆) ≈ 1 + 𝜆(𝛚 · n). It
yields max(𝛚 · n, 0) ≈ 1

𝜆

(
e𝜆𝐺 (𝛚;n, 𝜆) − 1

)
𝐻 (𝛚 · n). To improve

the accuracy for the spherical integral, we normalize this first order
approximation as follows:

max(𝛚 · n, 0) ≈

(
e𝜆𝐺 (𝛚;n, 𝜆) − 1

)
𝐻 (𝛚 · n)

∫
S2 max(𝛚 · n, 0)d𝛚∫

S2
(
e𝜆𝐺 (𝛚;n, 𝜆) − 1

)
𝐻 (𝛚 · n)d𝛚

= 𝛼

(
e𝜆𝐺 (𝛚;n, 𝜆) − 1

)
𝐻 (𝛚 · n) ,

where 𝛼 = 𝜆/(2e𝜆 − 2 − 2𝜆). Our approximation error converges to
zero for 𝜆 → 0. However, due to the floating-point representation,
a smaller 𝜆 introduces a larger numerical error. Therefore, a near-
optimal 𝜆 is obtained by minimizing the sum of the approximation
error and numerical error.

Minimization of the Error Bound. For lighting computation, the
numerical error occurs when calculating the product integral of
an SG light and clamped cosine. Let v ∈ S2 and 𝜅 ∈ [0,∞] be the
axis and sharpness of the SG light, then the product integral of the
normalized SG (a.k.a von Mises–Fisher distribution) and clamped
cosine is approximated as follows:

𝐿(v, 𝜅) =
∫
S2 𝐺 (𝛚; v, 𝜅)max(𝛚 · n, 0)d𝛚∫

S2 𝐺 (𝛚; v, 𝜅)d𝛚
≈ 𝛼𝑝 − 𝛼𝑞,

where𝑝 = e𝜆
∫
S2 𝐺 (𝛚;v,𝜅)𝐺 (𝛚;n,𝜆)𝐻 (𝛚,n)d𝛚∫

S2 𝐺 (𝛚;v,𝜅)d𝛚 and𝑞 =

∫
S2 𝐺 (𝛚;v,𝜅)𝐻 (𝛚,n)d𝛚∫

S2 𝐺 (𝛚;v,𝜅)d𝛚
are obtained using our hemispherical integral approximation (Sect. 3).
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Figure 2: Plots of differences between SG approximations
and exact clamped cosine. Our approximation has a signifi-
cantly smaller error than the previous approximation.

Although we can compute the difference of products 𝛼𝑝 − 𝛼𝑞 pre-
cisely [Kahan 2004], it still produces a numerical error due to the
rounding of 𝛼 , 𝑝 , and 𝑞. For floating point values, the maximum
rounding error for 𝛼 is given as 0.5𝜖 |𝛼 | where 𝜖 is the machine ep-
silon. Therefore, our approximation with themaximum rounding er-
ror is written as 𝐿(v, 𝜅) ≈ (𝛼 ± 0.5𝜖𝛼) (𝑝 − 𝑞 ± 0.5𝜖 (𝑝 + 𝑞)). Thus,
the upper bound of the sum of approximation error and the numer-
ical error is 𝐸v,𝜅 (𝜆) = | (𝛼 ± 0.5𝜖𝛼) (𝑝 − 𝑞 ± 0.5𝜖 (𝑝 + 𝑞)) − 𝐿(v, 𝜅) |.
When 𝜅 = ∞, we obtain the numerical error of the clamped cosine:
𝐿(v,∞) = max(v ·n, 0). For this case, since 𝑝 = e𝜆𝐺 (v;n, 𝜆)𝐻 (v ·n)
and 𝑞 = 𝐻 (v · n), the error is largest at v = n as follows:

𝐸n,∞ (𝜆) =
(1 + 0.5𝜖) 𝜆

(
(1 + 0.5𝜖) e𝜆 − 1 + 0.5𝜖

)
2e𝜆 − 2 − 𝜆

− 1.

Minimizing this error bound for single precision (i.e. 𝜖 = 2−23), we
obtain the near-optimal parameter 𝜆 = 0.00084560872241480124 .
Fig. 2 shows the error of our approximation and Meder and Brüder-
lin’s approximation for clamped cosine. For closeups of our error,
please see the supplemental material.

3 APPROXIMATION FOR HEMISPHERICAL
INTEGRAL

The hemispherical integral of an SG is represented with an interpo-
lation between the upper hemispherical integral 𝐴(𝜅) and lower
hemispherical integral 𝐵(𝜅) [Meder and Brüderlin 2018] as follows:∫
S2
𝐺 (𝛚; v, 𝜅)𝐻 (𝛚 · n)d𝛚 = 𝑠 (v · n, 𝜅)𝐴(𝜅) + (1 − 𝑠 (v · n, 𝜅))𝐵(𝜅),

where 𝐴(𝜅) = 2𝜋 (1 − e−𝜅 )/𝜅, 𝐵(𝜅) = 2𝜋e−𝜅 (1 − e−𝜅 )/𝜅, and 𝑠 (v ·
n, 𝜅) ∈ [0, 1] is the normalized integral. Since this normalized
integral is sigmoid-form, the previous work roughly approximated
it using a normalized logistic function similar toWang et al. [2009]’s
visibility approximation. Unlike such a logistic approximation, we
use the cumulative distribution function (CDF) of a Gaussian on a
plane. This is because an SG asymptotically approaches to a planar
Gaussian for 𝜅 → ∞. By normalizing this CDF for v · n ∈ [−1, 1],
we yield

𝑠 (v · n, 𝜅) ≈ 1
2 + erf (𝑡 (𝜅) (v · n))

2erf (𝑡 (𝜅)) , (1)

where 𝑡 (𝜅) is the steepness of the CDF, and it is given by

𝑡 (𝜅) ≈ 𝜅

√︂
0.5𝜅 + 0.65173288269070562

𝜅2 + 1.3418280033141288𝜅 + 7.2216687798956709
.

We obtained this approximated 𝑡 (𝜅) by fitting it to numerically
computed optimal steepness (please see the supplemental material).
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Figure 3: Root mean square errors (RMSEs) for normalized
integral approximations. Our method (Eq. 1) has a smaller
error than the previous method for large sharpness.
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Figure 4: Dynamic indirect illumination (3840×2160 pix-
els) using virtual SG lights. Although Pettineo and Hill’s
method (P&H) [2016] is faster than Meder and Brüderlin
(M&B) [2018] and our method, it can produce undesirable
black splotches. Ourmethod does not produce such artifacts,
and it is more accurate and slightly faster than M&B [2018].

Thanks to this fitted steepness, our approximation error is smaller
than the previous logistic approximation in most cases even for
small 𝜅 (see Fig. 3).

4 RESULTS
Here we show images rendered on an AMD Radeon™ RX 6900 XT
GPU in a numerically stable manner (please refer to the supplemen-
tal material for implementation details). Fig. 1 shows surfaces lit by a
sharp SG light at grazing angles. For this case, our method produces
significantly less error than the previous methods. Fig. 4 shows dy-
namic indirect illumination roughly approximated by two virtual
SG lights [Tokuyoshi 2015]. For such low-frequency SGs, Pettineo
and Hill’s method (P&H) [2016] can produce undesirable artifacts.
On the other hand, Meder and Brüderlin’s method (M&B) [2018]
and ourmethod do not produce such artifacts. Although ourmethod
is more expensive than P&H, it robustly performs higher-quality
lighting with less computational cost than M&B.
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