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AGENDA

Basics about memory management and tooling Memory Management in the APEX Engine
 Memory types  The APEX Engine

 Committed / Placed Resources * Resource types

* Over-Commitment * Problems & Solutions

* Application, Driver, Operating System
* Tools

This talk will focus only on PC with a dedicated GPU

API specific terminology is coloured in

4 4
Direct3D® 12 Vulkan®
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MEMORY TYPES - RECAP

Physically: VB, IB, CBV, SRV, RT, DS, UAV, ...

S — Video RAM (VRAM) Memory Pool L1

Device Local

Copy... - PCle®

M System RAM (SysRAM)  Memory Pool LO

void™ mappedPtr;
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MEMORY TYPES - RECAP

Logically: VB, IB, CBV, SRV, RT, DS, UAV, ...

Default Heap
Device Local

Upload Heap Readback Heap

~ - Host Visible |
Host Visible | Host Coherent |

Host Coherent | Host Cached

void™ mappedPtr;
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CREATE A RESOURCE

Create Figure out 7 ( Allocate Method 1: Allocate just what’s needed for the resource
Resource type, size, =L Memory oo ,
alignment J i |
J' e ——— 1
y - Committed Resource
Resource / Memory > Dedicated Allocation
Resource
Description Method 2: Allocate large blocks (e.g. 256 MiB) and sub-allocate
T .
" B|nd e

- Placed Resource
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COMMITTED RESOURCE

* A separate memory allocation per committed resource
 Each memory allocation comes with an overhead:

( Return Out of

y L Memory error
L Requests to allocate : :
Application 4£ memory in VRAM J— Driver/0S I

A ‘ /'

[ Need to find free space in
. l—» No free space
video memory

Return Success i
4 N\

1 Silently migrate some other
allocations to system

\ 4

Allocate memory ( memory to make free space
< H | \
{1 VRAM L Zero the entire memory! ‘_/
H

* This can take up to several milliseconds (or even seconds)
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COMMITTED RESOURCE

 Once the memory is allocated and the resource is created,

* they don’t work any slower or different than a placed resource ——

4
Allocations Resources
100 482

100 Allocations total

* 0OnVulkan®, there is also a limited maximum number of allocations (e.g., 4096)
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PLACED RESOURCE

« Alarge memory block (e.g., 256 MiB) is allocated when needed

e Sub-allocate parts of them for the placed resource

" No free space in
— ] P Requests to allocate
Application Sub-allocate memory J allocated memory e VTR

- blocks )

A 4

{ Return Success J As before ...

A

—®

A 4

Leave the memory as is,
memory can contain
garbage data

&
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PLACED RESOURCE

File Help

SNAPSHOT

Heap overview

v Preferred heap v Resource usage [ v Color by resource usage

‘ ' Level 1: slice by preferred heap W Level 2: slice by virtual allocation v Level 3: slice by resource usage
Double-click a resource to view its details.
Allocation overview Total available size  Total allocated and bound  Total allocated and unbound | Allocations  Resources
S CE bt 6.61 GiB 1.97 GiB 4.64 GiB 726 4,727 Filter by size: = =
Allocation explorer
Resource details

- Depth stencil buffer . Render target .Texmre Vertex buffer . Index buffer . UAV . Shader pipeline

Command buffer - Heap .Descriptors .Mulﬁ-use buffer . Event Unbound .Inhernal
Select a resource

Nothing selected
You are currently viewing:
/\ Snapshot 2 (1,374,196,541 clk)

0 Resource details

AMD{
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OVER-COMMITMENT

Over commitment - when your video memory is full
* New allocations may fail
* Existing allocations can be migrated to system memory
- performance degradation

* Some resources tend to have a high impact on performance
* You really don't want them to migrate to SysRAM, e.g., render targets

Return Out of
Memory error

1

No free space

v

//'

\_

Silently migrate some other
allocations to system
memory to make free space

~

)

When silently migrated, the whole allocation is affected and all resources associated with it
* Notjust asingle resource. Not just a single memory page

AMDQ
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OVER-COMMITMENT

« How we can prevent a performance critical resource to get migrated to system memory?

* There is no explicit control

Memory type 0

* Noway to query for when and what ] I

o m I TV I AT
LI LA
Application | - '|
* Creates resources
* Destroys resources — :
 Sets a preferred heap H| — |
* Sets residency priority T T T T T |
* Knows about all resources and how they are used W
* (anuse Evict/Make Resident on Direct3D®12 |
N TSN RN RN W AN NAREN WA

* Moving things is a fairly expensive operation and can cause stuttering

AMDQ |
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OVER-COMMITMENT Wirema

. Descriptors

\ 4

Driver
Shader pipeline

* Sets also residency priorities

* The driver allocates memory for implicit resources
 Command buffers
e Descriptors
e Shader pipelines
e Internal resources

VRAM

. Multi-use buffer
Texture

. Render target

.Depth stencil buffer

v

Shader pipeline
Other

. Multi-use buffer
Command buffer

. Internal

Textiure

SysRAM  —

AMDZD1 |
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OVER-COMMITMENT

Operating System (Microsoft®’'s Video Memory Manager)

* Knows about other applications running in parallel
« Ensures that each process receives a fair sharel!l

* (Can migrate memory blocks to system memory

« Ensures that the transition of video to system memory is invisible to the applicationl?!

il merged.20161213.16041794 1 - Windows Pedormance Anshyzer

Fle Tice Profies Window Help
[N Groph Explove - merged 612 ARG S8 X

g Stted sy
4 Gpu Segment Usage. Sce by SeamentType, Adspterd, Seamentd” = |

> Idle (0)

> csrss.exe (6408)

> dwm.exe (1784)

P explorer.exe (7768)
ShellExperienceHost.exe (2004) p

SearchUl.exe (4668) p
P RadeonSettings.exe (7036)
Calculator.exe (2580) P

P wpa.exe (5468)
w Cive_Winbt4_DX12_Release.exe (...

[t Ut b roces 28

3352333000 4076967300 CpuVisible (0x00... NONE =

3.477154000 3.753860000 CpuVisible (0x00... NONE e

3.827970100 4.105901800 CpuVisible (0x00... NONE = o

3.857101600  4.194048800 CpuVisible (0x00... NONE —

3.886722500 4.673828100 CpuVisible (0x00... NONE < ———r

3.945366400 4.461670600 CpuVisible (0x00... NONE R —

4.299126700 9,223,372,036.85... CpuVisible (0x00... NONE bttty st

4.540814200 4,823873300 CpuVisible (0x00... NONE L

5027540200 9,223,372,036.85... CpuVisible (0x00... NONE —_— -

5.148931900 9,223,372,036.85... CpuVisible (0x00... NONE

[1] https://docs.microsoft.com/en-us/windows-hardware/drivers/display/using-memory-segments-to-describe-the-gpu-address-space
[2] https://docs.microsoft.com/en-us/windows-hardware/drivers/display/mapping-virtual-addresses-to-a-memory-segment
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OVER-COMMITMENT

We can try to increase the likelihood for a performance critical resource to stay in VRAM by:

Having enough free space on the VRAM

* Query for budget and stick to it

« DXGI_QUERY_VIDEO_MEMORY_INFO

 VK_EXT_memory_budget - VkPhysicalDeviceMemoryBudgetPropertiesEXT

* Queryregularly for usage and budget
 Trytostay at usage < budget
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OVER-COMMITMENT

We can try to increase the likelihood for a performance critical resource to stay in VRAM by:

Having enough free space on the VRAM
* Free or evict memory blocks when possible before creating new resources

e Alias Memory

helper RT

Reuse same memory —I

G-buffer

|

Memory
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OVER-COMMITMENT

We can try to increase the likelihood for a performance critical resource to stay in VRAM by:

Having enough free space on the VRAM

* Place VB, IB, CBV that are read only once by the GPU to the upload heap (system memory)
« Save memory for another copy of the resource
« (Caneven save time that's needed for the transfer
* Reading will be slower though
e Good for buffers

VB, IB, CBV ...

Upload Heap

—— Host Visible |

Host Coherent |

void™ mappedPtr;

AMDQ
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B : performance critical resource

OVER-COMMITMENT : not performance critical resource

We can try to increase the likelihood for a performance critical resource to stay in VRAM by:

Create performance critical resources as committed resources
« Aftercreating critical resources as committed, set them high residency priority

* No need to allocate a new big chunk of memory - just the amount that is actually required gets allocated
* increases chance there is still enough free space

» C(ritical resources are not scattered in different large allocated memory blocks
 Whole memory block gets evicted and thus, everything that's in it
e |f every memory block contains a critical resource, you will always loose

N . I=m = |
*

Evicted memory block
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OVER-COMMITMENT

We can try to increase the likelihood for a performance critical resource to stay in VRAM by:

Try out different memory block sizes for your placed resources
« The optimal size can vary depending on your specific case (e.g., 256 MiB, 64 MiB, ...)

If your memory is too fragmented:

* C(Create custom pools for certain resources
e e.g., resources that should certainly be freed when unloading a level

* When streaming resources in and out, fragmentation is expected
e trytodefragment
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LTI IR LRI TY (ETITVRT TRTA U T
TR0 e e e T

TOOLS ———

mrerr LU TR MR TV TH R T T
I R AN I T T I AR L0 M

M 1 | I Ui
LA A U T AT NIRRT

« VMA/D3D12MA JSON Dumps S ——

 Radeon™ Memory Visualizer |

R (TRNTT T AT EATHA T TR A T TR R

 Windows® Performance Analyzer  ——

10 R W 110 T VAT AT R T AT
o I I I
Ll

LRI 1R T T v
L1l 1IN 1
AT DO TR T

I T 0 A 1 (|
I TR AN WA TR AR T

A b e =g B I T T TR W AN AW T
NGBl mesed BT & K oy s T : 0 AT T TR

Hespavervien  Preferred heap / Resource usage |  Color by resource usage  Level 1: sce by preferred heap  Level 2 sice by virtual alocation  Level 3 sice by resource usage ¥ System Activity 4 Gpu Segment Usage Sce by SeamentTyoe, Adepterd, Seamentid = 11 P & BHOoO=Ex
Froceses

[ Doubie-cicka resourc t view s dtak Usimatypraces |, T L1118 AL O AT A 1
Jr— Total avatablesze  Tota alocated and bound  Tota Hocated an . 5 ' =] T M AT A
e 66168 19768 4secE Fiter by sz —— 1 fadeontecingree. ) o |
Jr—— * Computation * 1 11T AL U TR AT TR R T
e dte - | NN O RO M e e
T A AN N AR NS WA RS
] = O R WU O B LI LT LT LT AT A
* Storage e ®  Adapter Process Sagrment i St Tie (s)  End Teme (5) Fugs
11 (1) Microset Basc Dipley Dver AT TAN I TR 1T A T
| 2 @) AV Radeon (T B 20
4 timn LTI U LA T ]
S . + e (509
s + Sum e 1790
sy 3 et NN TN TN T TR | I
Shelspmienceon e 2109 1\
(S My Ueage. e iz oo L ‘SearchUlexe (4668) 0 1
s  Radonsetngs e (536
0 Caltacan (580 ' ¥
ey et l| b D e
Gpu peenced oy -Frame
G Refenced My -Secend
GpuRfmnced Memory - A0
|
Gpu Recyc e tste secuermsine | 2 + el 520
U Ustasson P G pocess
Woenswinoter Wrender ozt Wtecre [vetwcuter [Wncexcorer o Wsocerppde [ comsndvutier Wives Wllossoo: Wlvesenore Wsee [Wobans Wmens
+ Power
Sclct a esource

NGRS OB PRIPR  A A  Se I
e e ) R (1T T T WA R i
IR VTTAST | RRIST
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VMA/D3D12MA |SON DUMPS

 VMA and D3D12MA are open source memory management libraries for Vulkan © and Direct3D® 12

* https://gpuopen.com/d3d12-memory-allocator/ and https://gpuopen.com/vulkan-memory-allocator/

 Both come with an auxiliary tool to visualize the internal state of the allocator

mor

. o || ;;TIGI\I\I\IIHI\IIHII|Il\l R TTOTN  TETY NATNRATIT (
* Lists all the memory blocks for each heap and their size AT N T T AN T T AT 11
(NN TR TEN TN | R W TR Ty e

* Shows the resources in each memory block A T T I M

* Resource size and type Y T T TR W
(T T T T M T
e Shows free memory in each memory block (IR TR WA RTINSO
I

] AR R 0 a1 M 1 [T [T T TR
. 1 {00 T LU O Y 100 T 1 TR

—> useful to analyse fragmentation =
- useful to determine if memory block size is a good fit for the e —— || f— —— |
application’s resources N N—
(FCRRRAE 010 AU T T 1 1
{00 A 1 TR R RRA R RURANNN T M1 1 ARSI 1

AMDQ

GPUOpen AMDPUBLIC | DIGITALDRAGONS2022 |  Memory Management inthe APEX Engine |  MAY 2022


https://gpuopen.com/d3d12-memory-allocator/
https://gpuopen.com/vulkan-memory-allocator/

RADEON™ MEMORY VISUALIZER

 AMBD tool to get an insight in how applications use memory for graphics resources from a driver
perspective

e https://gpuopen.com/rmv/

* Lists the available heaps and the resources placed in them including driver internal resources

SNAPSHOT

* You can compare two snapshots to find memory leaks

Heap overview Local (Smart Access Memory is disabled)
This heap is in local (video) memory. It is mappable by the CPU, but does not use the CPU cache.

Resource over

Physical location of heap: Video memory Internal
Alocaton vervien Total size 25600 & Wi
CPU Cached: No
o Requested |520.00k8
SSouCE st | CPU Visble: Yes
: Bound |32.01k8
compaRe Allocation explorer GPU Cached: Yes
Committed |520.00 k8
- Snapshot 2 . Saapshot 0 R dks | GPU Vishle: Yes
- o T Smallest alocation: 8.00 kB
. Largest allocation: 256.00 kBB
Mean alocation: 173.33 kB

00 wmw canamn e mess - . o SO — Invisible
4 This heap is in local (video) memory. It is not mappable by the CPU.
o .
Physical location of heap: Video memory Textu
Total size o y e
CPU Cached: No 1
. Renveted IR -5 St N i
isble: 0
° sounc I ¢ Wowbuciniie
GPU Cached: Yes
° committed | s 75 cs e tuffer
° . GPU Visble: Yes
| | Vertex buffer
] b Smallest alocation: 128.00 KiB W
° - Largest alocation: 64.00 MB o
4 Mean alocation: 8.11 M8
©
° “This heap s in host (system) memory. It s intended for write-only data on the CPU side.
° oh . s
ysical location of heap: - System memory m: e
° Total sze =~ omendifie
CPU Cached: Yes
Requested | 708.00k8 Wzterna
° CPU Visile: Yes
© Bound | 132.03k8
1 GPU Cached: Yes
° Committed |432.00K8
° GPU Visble: Yes
) Smalest alocation: 4.00 KB
° Largest alocation: 256.00 KB
. Mean allocation: 118.00 k8
You are currently viewing: [ |

Snapshot 0 (126,235,883 clk)
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https://gpuopen.com/rmv/

WINDOWS® PERFORMANCE ANALYZER

* Windows® Performance Analyzer is part of the Windows® Performance Toolkit, which is part of the
Windows® 10 SDK

Getting Started n Analysis

4 Gpu Segment Usage Size by SeqmentType, Adapterld, Seqmentld*~ [ 0O £} EJ HE=0x
Series Peak Outstanding Size using resource time s [Start Time,End Time] (Aggregation: Sum)

v ONENCXPENENCENUSL.. i L p—

P SearchUl.exe (4668) [

P RadeonSettings.exe.. [

[3 Calculator.exe (2580) [_]

b wpa.exe (5468) [==]

bt =i

I I T T I I I I T T T | I I T T

0 02 04 06 08 10 12 14 16 18 20 22 24 26 28 30 32

4 S h I I t Line | Adaptes Process Segment Id StartTime(s)  EndTime(s)  Flags Format Width Height Usage Flags VidMm Global... | Size
OWS all current processes 1 (1) Mictosot Baic Diply Drvr

2 ¥ (2) AMD Radeon (TM) RX 480

5

42 44 46 48 50 52 54 56 58

3 b Idle (0)

4 P csrss.exe (6408)

5 P dwm.exe (1784)

6 b explorer.exe (7768)

7 ShellExperienceHost.exe (2004) b -1

8 SearchUl.exe (4668) b -1
* Shows how much memory each ; ) fseneingse (029

10 Calculator.exe (2580) 3 -1

process allocated . _

J  3352333000)  4076967300/CpuVisible (0x00... NONE S 0l | odrressosisse. ] 4239360)
3.477154000 3.753860000 CpuVisible (0x00... 0 0 OxFFFF8804F653.. 4,259,840
3.827970100 4105901200 CpuVisible (0x00... NONE 0 0 OxFFFF8051B79... 4,259,840
3.857101600 4194048800 CpuVisible (0x00... NONE 0 0 OxFFFF82050AC... 4,206,704
3,886722500 4673828100 CpuVisible (0x00... NONE 0 0 O«FFFF88051738.. 4,337,664
. . 19 3.945366400 4461670600 CpuVisible (0x00... NONE 0 0 OXFFFF83051B4A... 4,468,736
] L I Sts a I I EVI cte d m e m 0 r b I O c I( S 20 4.299126700 9,223,372,036.85... CpuVisible (0x00... NONE 0 0 OxFFFF8805083C... 4,530,176
y 2 4540814200 4823873300 CpuVisible (0x00... NONE 0 0 OxFFFF88051556... 4,579,328
2 5.027540200 9,223,372,036.85... CpuVisible (0x00... NONE 0 0 OxFFFF88051588... 4,554,752
fro m V RA M to S\/S RA M 23 5.148931900 9,223,372,036.85... CpuVisible (0x00... NONE 0 0 OXFFFFS80502FA... 4,567,040
24 3 5 1,19 61
2 b 3 3 4]
under GPU Segment -1. . o =
27 P excel.exe (6624)

* The other GPU Segments map to the heaps you see in RMV
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DISCLAIMER & ATTRIBUTIONS

DISCLAIMER

The information contained herein is for informational purposes only and is subject to change without notice. While
every precaution has been taken in the preparation of this document, it may contain technical inaccuracies,
omissions and typographical errors, and AMD is under no obligation to update or otherwise correct this
information. Advanced Micro Devices, Inc. makes no representations or warranties with respect to the accuracy or
completeness of the contents of this document, and assumes no liability of any kind, including the implied
warranties of noninfringement, merchantability or fitness for particular purposes, with respect to the operation or
use of AMD hardware, software or other products described herein. No license, including implied or arising by
estoppel, to any intellectual property rights is granted by this document. Terms and limitations applicable to the
purchase or use of AMD products are as set forth in a signed agreement between the parties orin AMD's Standard
Terms and Conditions of Sale. GD-18

© 2022 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, Radeon, Ryzen, and
combinations thereof are trademarks of Advanced Micro Devices, Inc. Vulkan and the Vulkan logo are registered
trademarks of the Khronos Group Inc. PCle and PCI Express are registered trademarks of the PCI-SIG Corporation.
DirectX is a registered trademark of Microsoft Corporation in the US and other jurisdictions.

Other product names used in this publication are for identification purposes only and may be trademarks of their
respective owners.
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Resources

o Many categories of resources
e Varying properties

o Size
o Number of resources
o Lifetime

o CPU/GPU usage
o Performance importance
e D3D12MA and VMA

S



Render targets

e GPU read/write
o Performance critical
e Resolution-dependent
o 500-2000 MB
o Created at startup
o Occasionally resized




GPU storage hutters

e Temporary buffers
o Pre-skinned vertices
o Compute shader generated terrain mesh
o GPU-generated vegetation instance data
e GPU read/write
o Sometimes performance critical
e ~100MB
e Some allocated on startup, some on demand

e B T B B R B I B e I e e R e e S
o o | e |t | | | e o |t | |t | w | e




Streamed vertex/index/material buffers

e GPU read-only

o Copied from staging buffer
o Almost negligible size
e Streamed in and out




streamed textures

e GPU read-only
o Copied from staging buffer
e Loose memory budget
o 500-2000+ MB
o Not manual resource placement
o Simply tracks total memory usage
o Reference counted
e Large range of sizes
e Streamed in and out




shader pipelines

e They do take up VRAM!

o Driver-managed

o Visible in Radeon Memory Visualizer!
e Many, many shader permutations
e Almost 100 MB

o ~256 B-20 KB each




Constant bufiers

o Camera matrices, constants, etc
e CPU generated each frame
e CPU RAM mapped memory

o Caching on GPU hides cost
o Rotating buffers

o Linear suballocator




Staging buffers

e Temporary buffers in RAM
o Used to initialize buffers/textures
o Similar system to constant buffers




Performance Issues

e Sudden drops to <10 FPS .!llll
o Often after window resize . Ill ..
B

e GPU-limited

o Abnormally high PCI-E bus load? . ‘ll.l.

o Performance critical resource spilled to RAM!

o Confirmed with Radeon Memory Visualizer . ‘.‘II




Probiems

e Memory usage spikes
e Fragmentation
e Simply running out of VRAM



Problem - Memory spikes

o Cannot destroy resource in use by GPU

o Engine defers deletion for 1-2 frames
e Resized render targets?

o Massive VRAM usage spike
o Radeon Memory Visualizer useful

New render targets created Old render targets deleted

\ /

New render targets

Both exist

: Old render targets




Solution - Inmediate resource destruction

o Wait for GPU to finish all pending work
o Delete resources immediately
e Then create new resources

—I—



Solution - Resource recreation

e Avoid delete, create, delete, create, ...!
o First delete all resources
e THEN recreate all resources

o Avoids potential fragmentation

x
[od. obedesioved JEM O obedesioyed ]



Problem - Fragmentation

e Resources streamed in and out
e Fragmentation
o Inflates memory usage
o Higher risk of paging
e Critical resources mixed in
o Risk being paged out with the entire block
o Radeon Memory Visualizer useful




Solution - Committed resources

o Separate out performance critical resources i_ =
o Create as committed resources %ﬁj;

e Individual residency 2
> No longer causes or suffers from fragmentation =

e Which resources? aﬁ aii -

o Render targets
o Unordered access textures/buffers
o “Large” textures

o« Reminder: Max allocation limit!



Solution - Defragmentation

o Background defragmentation
o New D3D12MA feature

o« No/few level switches

o Must update resource references
o Resource tables/descriptor sets
o Bindless resources

¥
& I



Problem - Simply running out of VRAM

e VRAM is scarce and highly contested

o Multiple high resolution monitors

o Heavy 3D artist software - Maya

o Web browsers

o Video recording software

o etc.. - 3ds Max
e Spilling is still possible

o Especially for our artists

e Can happen at any time
o Want to minimize performance impact




Optimal resource priorities

Depth buffers

Render targets/unordered access textures
Compute shader intermediate buffers
Read-only textures

Read-only buffers

a k w0 bnp =



“Solution” - Assigning priorities

e Simple heuristic
o High and normal priority resources
o Critical resources
o Depth/color render targets
o Unordered access textures/buffers
o Can only assign priorities to entire blocks
o Critical resources are committed resources
o We don't use Evict()/MakeResident()
o Resource unusable after eviction (not the same as paging)
o Difficult to identify eviction candidates

S
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